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problem statement

find largest subset of activities C={ai} such that
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dynamic programming



dynamic programming



dynamic programming

in:
out:

max



greedy solution:

definition:



greedy solution:

goal:



greedy solution:

claim: the first action to finish in e[i,j] is  
always part of some 



proof:

claim: the first action to finish in e[i,j] is  
always part of some 



 

greedy solution:

algorithm: find first event to finish. add to solution. 
remove conflicting events. 
continue. 
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greedy solution:
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greedy solution:

algorithm: find first event to finish. add to solution. 
remove conflicting events. 
continue. 



running time
algorithm: find first event to finish. add to solution. 

remove conflicting events. 
continue. 

(sorted)



caching



cache hit
Cache

load r2, addr a

main memory

CPU

store r4, addr b



question:



problem statement
input:

output:

cache is 



problem statement
input:

output:

cache is 

K, the size of the cache
d1, d2, ..., dm  memory accesses

schedule for that cache that minimizes # of cache 
misses while satisfying requests

fully associative, line size is 1



contrast with reality



Belady evict rule
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Surprising theorem



schedule
Schedule for access pattern d1,d2,...,dn:

Reduced schedule:



Exchange lemma



Let S be a reduced schedule that agrees with Sff on the first j 
items. There exists a reduced schedule S’ that agrees with Sff 
on the first j+1 items and has the same or fewer #misses as S.

Exchange Lemma:



S⇤ S↵



Proof of Lemma
Let S be a reduced sched that agrees with Sff on the first j items. 
There exists a reduced sched S’ that agrees with Sff on the first j+1 
items and has the same or fewer #misses as S.



Proof of lemma
e

S
e
Sff

f f

easy case 1

easy case 2

State of the cache after J operations under the two schedules.



Proof of lemma
case 3

e
S

e
Sff

f f



Timeline

S’

S

Sff



Proof of lemma
dS eS’f d

Let access t 



Proof of lemma
what if g=e ?

dS eS’f d



Proof of lemma
what if g=f ?

dS eS’f d



Proof of lemma
what if g is neither e nor 
f ?

dS eS’f d



What have we shown

S’

S

Sff

Let S be a reduced sched that agrees with Sff on the first j items. 
There exists a reduced sched S’ that agrees with Sff on the first j+1 
items and has the same or fewer #misses as S.



S⇤ S↵

Let S be a reduced sched that agrees with Sff on the first j items. 
There exists a reduced sched S’ that agrees with Sff on the first j+1 
items and has the same or fewer #misses as S.


