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Guns and butter

max x + y
4x� y ⇥ 8
2x + y ⇥ 10

5x� 2y ⇤ �2
x, y ⇤ 0
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Certificate of optimality
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Certificate of optimality

4x� y ⇥ 8
2x + y ⇥ 10

5x� 2y ⇤ �2
x, y ⇤ 0

max x + y

7
-1

14x +7y ≤ 70
-5x + 2y ≤ 2

9x+ 9y ≤ 72



Brownie Dumpling Espresso Roots
cost 5 2 3 8
cals 400 200 150 500
choc 3 2 0 0
sugar 2 2 4 4

fat 2 4 0 5
500 calories, 6 oz choc, 10 oz sugar, 8 oz fat requirements: 
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H-representation 
begin 
8 4 rational 
-500 400 200 150 500 
-6   3   2   0    0 
-10  2   2   4    4  
-6   2   4   0    5 
0    1   0   0    0 
0    0   1   0    0 
0    0   0   1    0 
0    0   0   0    1 
end 
minimize 
0 5 2 3 8 
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*Objective function is 
 0 + 5 X[1] + 2 X[2] + 3 X[3] + 8 X[4] 
*LP status: a dual pair (x, y) of optimal solutions found. 
begin 
  primal_solution 
  1 :  0 
  2 :  3 
  3 :  1 
  4 :  0 
  dual_solution 
  2 :  -1/4 
  5 :  -11/4 
  3 :  -3/4 
  8 :  -5 
  optimal_value : 9 
end 
*number of pivot operations = 4
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min-cost flow as lp

input: 

s t
1/
3

2/2

2/3

1/
2

1/2
2/31/11/3

0/1
2/2

2/3

dx : E� Z+G = (V, E) c : E� Z+(G, c, s, t)
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min-cost flow as lp
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max z
z ⇥ 3r1 � 2r2

z ⇥ �r1 + 2r2

r1, r2 � 0

zero-sum games

3 -1

-2 1
rowena

colin

rowena announces 
her strategy first:
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max cT ⇤x
A⌅x � ⌅b

⇥x � 0

how to “evaluate” an lp



simplex

init:
while

do:
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Because f is a max flow, then Gf has no more augmenting paths. Define the set S
to be the nodes that can be reached from s that have positive residual capacity, i.e.

S = {v | ⌃p from s � v, c f (p) > 0}

Define T = V � S. It follows that | f | = ||S, T|| since (S, T) is a cut. Now consider
any pair (u, v) such that u ⇧ S, and v ⇧ T. Observe that c f (u, v) = 0 because
otherwise v would be in S. Therefore

c(u, v)� f (u, v) = 0 =⌅ c(u, v) = f (u, v)

Therefore
| f | = �

v⇧S
�

w⇧T
f (u, v) = �

v⇧S
�

w⇧T
c(u, v) = ||S, T||

This implies that (S, T) is a minimal cut since | f | ⇥ ||S, T|| for all cuts.

8 Linear Programming

max 2x1 + 5x2

2x1 � x2 ⇥ 4
x1 + 2x2 ⇥ 9
�x1 + x2 ⇥ 3

x1 ⇤ 0
x2 ⇤ 0

10
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Because f is a max flow, then Gf has no more augmenting paths. Define the set S
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max 2x1 + 5x2

2x1 � x2 ⇥ 4
x1 + 2x2 ⇥ 9
�x1 + x2 ⇥ 3

x1 ⇤ 0
x2 ⇤ 0

Now pivot with the relationship y1 = x1 and y2 = 3 + x1� x2. New program is

max 7y1 � 5y2 + 15
y1 + y2 ⇥ 7

3y1 � 2y2 ⇥ 3
y2 ⇤ 0
y1 ⇤ 0

�y1 + y2 ⇥ 3
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Optimality

Because f is a max flow, then Gf has no more augmenting paths. Define the set S
to be the nodes that can be reached from s that have positive residual capacity, i.e.

S = {v | ⌃p from s � v, c f (p) > 0}

Define T = V � S. It follows that | f | = ||S, T|| since (S, T) is a cut. Now consider
any pair (u, v) such that u ⇧ S, and v ⇧ T. Observe that c f (u, v) = 0 because
otherwise v would be in S. Therefore

c(u, v)� f (u, v) = 0 =⌅ c(u, v) = f (u, v)

Therefore
| f | = �

v⇧S
�

w⇧T
f (u, v) = �

v⇧S
�

w⇧T
c(u, v) = ||S, T||

This implies that (S, T) is a minimal cut since | f | ⇥ ||S, T|| for all cuts.

8 Linear Programming

max 2x1 + 5x2

2x1 � x2 ⇥ 4
x1 + 2x2 ⇥ 9
�x1 + x2 ⇥ 3

x1 ⇤ 0
x2 ⇤ 0

10



simplex

simple fact: origin is optimal if and only if



problems

initial vertex
no solution?
run time



WE HAVE BEEN SOLVING 
PROBLEM A BY SOLVING 
SMALLER VERSIONS OF 

PROBLEM A 



GENERAL IDEA: 
SOLVE PROBLEM A BY SOLVING 

PROBLEM B 



Bipartite Matching Algorithm

1. MAKE NEW G’
FROM INPUT G.
2. RUN FF ON G’
3. OUTPUT ALL MIDDLE EDGES
WITH FLOW F(E)=1.

BP(L,R,E)



Bipartite 
Matching  
Instance



Bipartite 
Matching  
Instance

Max flow 
Instance

Algorithm



Correctness
IF G HAS A MATCHING OF SIZE K, THEN



correctness
IF G’ HAS A FLOW OF K, THEN G HAS K-MATCHING.



cs4102 - algorithms - s’16 — abhi shelat

due fri apr 22, 2016 at 5p via course website H7.
You may collaborate with other students on the homework but you must submit your own
individually written solution, identify your collaborators, and acknowledge any external
sources that you consult. Do no submit a solution that you cannot explain to me.

problem 1 Edmonds-Karp shortest paths

In class, we stated that in the Edmonds-Karp maxflow algorithm, the length of shortest
paths in G are monotonically increasing. However, this is not obvious because as we add
augmenting paths, new edges are introduce to the graph. In this problem, prove that
for any j > i and for any u 2 V, we have d

j

(s, u) � d
i

(s, u). (Hint, consider a proof by
contradiction. Pick the node that is closest to s whose distance to s decreases between
steps j and i. Identify the conditions under which its distance to s can decrease. Explain
how this leads to a contradiction. The proof should take 6 sentences.)

problem 2 Classrooms

Before the start of the Spring semester, the Registrar must assign each class to a time and
a classroom. The classroom must be larger than the class it holds to properly seat all the
students. Suppose there are n classes such that class i has s

i

students enrolled. The univer-
sity has m rooms, and room j can hold r

j

students. Finally, there are non-overlapping time
slots t1, . . . , t

k

for the classes. For example t1 is “MW9-10.15” and t2 is “MW10.30-11.45”
and so on. Given all this data, namely, given (s1, . . . , s

n

), (r1, . . . , r

m

), (t1, . . . , t

k

), design
an efficient algorithm that assigns classes to times and classrooms. Analyze the running
time and argue correctness.

problem 3 Gold Bullion face

In the ruins of Pompeii, I remember seeing the House of the Tragic Poet with a famous
mosaic floor proclaiming visitors to “Beware of the Dog.” In Charlottesville, a less tragic
and wealthier poet has commissioned a mosaic using 1kg bars of solid gold, specifically
the type CreditSuisse mints in the dimension 80mmx40mm.

Design an algorithm that takes as input an orange and white grid of squares—each
representing a 40mmx40mm region—and determines if the orange squares in the design
can be entirely covered with gold bullion bars. Note that gold bars can never be split in half
(that would destroy their value [sic])! Each gold bar covers exactly two of the squares. As
an example, consider the gold bars on the left, and the pixel art on the right. Can the UVA
logo be covered in gold?

(Hint: formulate the question as a type of bipartite matching problem.)

(s1, . . . , sn)
(r1, . . . , rm)
(t1, . . . , tk)



cs4102 - algorithms - s’16 — abhi shelat

due fri apr 22, 2016 at 5p via course website H7.
You may collaborate with other students on the homework but you must submit your own
individually written solution, identify your collaborators, and acknowledge any external
sources that you consult. Do no submit a solution that you cannot explain to me.

problem 1 Edmonds-Karp shortest paths

In class, we stated that in the Edmonds-Karp maxflow algorithm, the length of shortest
paths in G are monotonically increasing. However, this is not obvious because as we add
augmenting paths, new edges are introduce to the graph. In this problem, prove that
for any j > i and for any u 2 V, we have d

j

(s, u) � d
i

(s, u). (Hint, consider a proof by
contradiction. Pick the node that is closest to s whose distance to s decreases between
steps j and i. Identify the conditions under which its distance to s can decrease. Explain
how this leads to a contradiction. The proof should take 6 sentences.)

problem 2 Classrooms

Before the start of the Spring semester, the Registrar must assign each class to a time and
a classroom. The classroom must be larger than the class it holds to properly seat all the
students. Suppose there are n classes such that class i has s

i

students enrolled. The univer-
sity has m rooms, and room j can hold r

j

students. Finally, there are non-overlapping time
slots t1, . . . , t

k

for the classes. For example t1 is “MW9-10.15” and t2 is “MW10.30-11.45”
and so on. Given all this data, namely, given (s1, . . . , s

n

), (r1, . . . , r

m

), (t1, . . . , t

k

), design
an efficient algorithm that assigns classes to times and classrooms. Analyze the running
time and argue correctness.

problem 3 Gold Bullion face

In the ruins of Pompeii, I remember seeing the House of the Tragic Poet with a famous
mosaic floor proclaiming visitors to “Beware of the Dog.” In Charlottesville, a less tragic
and wealthier poet has commissioned a mosaic using 1kg bars of solid gold, specifically
the type CreditSuisse mints in the dimension 80mmx40mm.

Design an algorithm that takes as input an orange and white grid of squares—each
representing a 40mmx40mm region—and determines if the orange squares in the design
can be entirely covered with gold bullion bars. Note that gold bars can never be split in half
(that would destroy their value [sic])! Each gold bar covers exactly two of the squares. As
an example, consider the gold bars on the left, and the pixel art on the right. Can the UVA
logo be covered in gold?

(Hint: formulate the question as a type of bipartite matching problem.)

(s1, . . . , sn)
(r1, . . . , rm)
(t1, . . . , tk)

H7sol-2

c1

c2

cn

R1,t1

R1,t2

R1,tk

...

...

R2,t1

R2,tk

...

...

R2,t1

R2,tk

...

Figure 1: An example of the construction

In the ruins of Pompeii, I remember seeing the House of the Tragic Poet with a famous
mosaic floor proclaiming visitors to “Beware of the Dog.” In case Charlottesville suffers
a similar fate as Pompeii, a less tragic and more wealthy poet Kanye has commissioned
a mosaic using 1kg bars of solid gold, specifically the type CreditSuisse mints in the
dimension 80mmx40mm.

Design an algorithm that takes as input a black and white grid of squares—each rep-
resenting a 40mmx40mm region—and determines if the black squares in the design can
be entirely covered with gold bullion bars. Note that gold bars can never be split in half
(that would destroy their value [sic])! Each gold bar covers exactly two of the squares. For
example, consider the gold bars on the left, and the pixel art mosaic of Bob (taken from
minecraftpixelarttemplates.com). Can all of Bob’s face be covered in gold?

Solution: (very brief solution for the TAs) We are going to make a bipartite graph out
of the design and then check whether it has a maximal matching. If it has a maximal
matching, then the design can be tiled. To construct the bipartite graph, imagine the
design is inscribed in a checkerboard (i.e. the design fits into some k ⇥ k region). The
left side of this bipartite graph will consist of all the “white” squares of the checkerboard
that are part of the design. The right side consists of all of the “black squares” of the
checkerboard that are part of the design. Draw an edge from every white square to the
black squares that are adjacent. This is the bipartite graph.

Notice that each gold bar is going to cover one white square and one black square.
So we are looking for a matching that pairs each white box of our graph with a black
box—that pairing represents the placement of a gold bar.

If the number of black and white squares is not equal in this graph, then no solution
can exist. If they are equal, then we compute a bipartite matching. If it is a full matching,
then the design can be tiled. Otherwise, some square will be left uncovered in every tiling.
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edge-disjoint paths



MAXBIPARTITE MAXFLOW<E+V

MAXEDGEDISJ MAXFLOW<E+V



party problem



independent set



S � V

S

independent set

a set is an independent set if
no two nodes in        are joined by an edge.



example



goal:

given a graph G,
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a vertex cover of a graph is a 



such that 
C � V

⇥ (x, y) � E

x � C y � C

a vertex cover of a graph is a set 

either            or 
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given a graph G,
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maxindset �O(V) minvertexcover

A solution to VC can be 
used to solve INDSET.



set S is an independent set of G iff V-S is a vertex cover.thm:



SAT
3SAT

All of NP

≥p

Road Map

Cook-Levin Thm

CLIQUE
HAMPATH

VERTEX COVER

SUBSET-SUM
≥p

≥p
≥p

≥p 3COL

≥p

SET COVER
≥p

IND SET
≥p


