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The era of big data



Predict our preferences
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Social networks
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Medical & Genomic data
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Contact tracing



Statistical data
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Increasing sample sizes for schizophrenia association studies has led to 
increases in the number of risk genes discovered

Big Data is Invaluable

Schizophrenia Genome-Wide Association Studies

Data courtesy of Manolis Kellis

35,000 cases
 62 loci!

3,500 cases 
 0 loci

10,000 cases
 5 loci

new biological insights 8
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Outline

• Popular ideas that do not work
+ privacy horror stories

• An approach that works



Remove Personally Identifiable Information (PII)

Popular idea #1
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Anonymizing data
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“Privacy-preserving” data release
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Massachusetts Group Insurance Commission (GIC)

• In mid-1990s GIC released “anonymized” data of state employees that 

showed every single hospital visit 

• Goal: provide real data for researchers

• Privacy? 

Removed personally identifiable information (PII): Name, SSN, Address

• William Weld, then Governor of Massachusetts, assured the public that GIC 

had protected patient privacy by deleting identifiers

Linkage attack (Sweeney ‘97)
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MA Group Insurance Commission

• Contained ~135,000 patients

• Anonymized: Name, SSN removed

Linkage attack (Sweeney ‘97)

Ethnicity 

Visit date

Diagnosis

Procedure 

Medication

Total charge

Date of Birth

ZIP

Sex

Name

Address

Date registered

Party affiliation 

Date last voted

Date of Birth

ZIP

Sex

Voters registration of Cambridge MA

• Public information
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Auxiliary 
information



Linkage attack (Sweeney ‘97)

Name

Address

Date registered

Party affiliation 

Date last voted

Date of Birth

ZIP

Sex

Ethnicity 

Visit date

Diagnosis

Procedure 

Medication

Total charge

Date of Birth

ZIP

Sex

• A unique record fully de-anonymize the record

• (DoB, ZIP, Sex) uniquely identifies 87% of US population

15
Quasi-identifiers



Linkage attack (Sweeney ‘97)

• A unique record fully de-anonymize the record

• (DoB, ZIP, Sex) uniquely identifies 87% of US population

• Re-identified medical records of William Weld

(MA governor at the time)

• In Cambridge voters list

– Six people shared his DoB 

– Three of which were men

– He was the only one in his ZIP code

• Significant impact on privacy policymaking 

and the health privacy legislation HIPAA 

(Health Insurance Portability 

and Accountability Act)
16



• In Aug 4th, 2006 AOL released users search requests to the public

• 20 million queries by 650,000 users over 3 months

• Goal: provide real query data by real users

• IP address replaced by random numbers

• In Aug 7th, 2006 AOL deleted the data

AOL search history release (2006)
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AOL search history release (2006)
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AOL search history release (2006)
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Thelma Arnold, 62

Widow

Lives in Lilburn, GA

Data itself 
leaks PII



• Netflix recommends movies to its subscribers

• In 2006 offered $1,000,000 for 10% improvement in its algorithm

• Published training data:

– More than 100 million ratings from over 480,000 randomly chosen anonymous 

users on nearly 18,000 movie titles

– All PII have been removed, all customer id replaced 

by random numbers

• Prize won by Bellkore’s Pragmatic Chaos team, 2009 

Netflix Prize (2006)
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• Anonymized data included: rating (1-5 stars), date, watch/didn’t watch

• 213 dated ratings per used, on average 

• Narayanan and Shmatikov re-identified the data

Netflix Prize (2006)
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• A source of auxiliary information:

– Individuals may rate movies

– Many use their real identify (not anonymous)

– Visible data includes ratings, dates, comments

Netflix Prize (2006)
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Similarity
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https://arxiv.org/abs/cs/0610105

• Sparse data cannot be anonymized!

• Considering just watch/didn’t watch

for 90% of the records there isn’t a single 

other record which is more than 30% similar

• Focus on movies that are not in top 10,000

• The whole point of privacy is that my record 

is similar to other records

• Here, to make two records “close” the data is 

destroyed

Netflix Prize (2006)
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Results of the attack

• With 8 movie ratings and dates that may have a 3-days error, 

96% of Netflix clients whose data was released can be uniquely 

identified in the dataset

• For 89%, 2 ratings and dates are enough to reduce the set of 

plausible records to 8 out of almost 500,000

Consequences

• Learn about movies that IMDb users didn’t want to tell the world: 

sexual orientation, religious beliefs, political attitude, etc.

• In 2009 four Netflix users filled a lawsuit against Netflix

• In 2010 Netflix cancelled the second prize competition

Netflix Prize (2006)
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Medical encounter data

• Ambulance collects an elderly neighbor

• Daily medical encounter data shows that every elderly admitted 

patient was diagnosed with tachycardia, influenza, broken arm, 

panic attack

• Learn the neighbor suffers from one of these 4 complaints

• Next day, can rule out influenza, broken arm

• Re-identification fails to capture privacy risks!

Privacy is more than re-identification
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• TLC is the regulator for establishing public transport 

policy setting and enforcing the fare rate in taxis, etc.

• Published statistics about taxi rides

• 2014 Whong filled a FOILed request 

(Freedom Of Information Law)

• Got 2 datasets (90 GB of data) trips and fares

NYC Taxi and Limo Commission (2014)

26https://chriswhong.com/open-data/foil_nyc_taxi/



NYC Taxi and Limo Commission (2014)

27https://chriswhong.com/open-data/foil_nyc_taxi/



NYC Taxi and Limo Commission (2014)

28https://chriswhong.com/open-data/foil_nyc_taxi/

• MD5 values of taxi number and driver license

• After a taxi ride one can learn information about the driver

• If someone is taking a taxi you can see where they’re going

• Are they good tippers



• Key attributes: name, address, etc. (uniquely identifying)

• Quasi-identifiers: ZIP, DoB, etc.

• Sensitive attributes: medical records, etc.

Identifiers vs. Sensitive attributes
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• The information for each person contained in the released 

table cannot be distinguished from at least 𝑘 − 1 individuals 

whose information also appears in the release

• Any quasi-identifier present in the released table must 

appear in at least 𝑘 records

• Simple and syntactic property of the dataset

• Very popular technique

k-Anonymity (Sweeney and Samarati 98)
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k-Anonymity (Sweeney and Samarati 98)
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https://epic.org/privacy/reidentification/Sweeney_Article.pdf



k-Anonymity (Sweeney and Samarati 98)
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https://epic.org/privacy/reidentification/Sweeney_Article.pdf



k-Anonymity (Sweeney and Samarati 98)
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• Released table is 3-anonymous

• Alice’s quasi-identifier (47677, 29, F) does not reveal her disease



k-Anonymity (Sweeney and Samarati 98)
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• Unsorted matching attack

• Records appear in the same order 
as in the original table

• Solution: randomize order before 
releasing

https://epic.org/privacy/reidentification/Sweeney_Article.pdf



Quiz: what does k-Anonymity provide
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• Membership discloser: 
attacker cannot tell that a given person is in the dataset

• Sensitive attribute discloser: 
attacker cannot tell that a given person has a certain sensitive 
attribute

• Identity discloser: 
attacker cannot tell which record corresponds to which person



Quiz: what does k-Anonymity provide
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• Membership discloser: 
attacker cannot tell that a given person is in the dataset

• Sensitive attribute discloser: 
attacker cannot tell that a given person has a certain sensitive 
attribute

• Identity discloser: 
attacker cannot tell which record corresponds to which person

This interpretation is correct,
assuming the attacker does not know anything other than quasi-identifiers 



A chain of measures and counter measures
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• 𝑘-anonymity  [Sweeney and Samarati 98]

• Attacks against 𝑘-anonymity [Machanavajjhala et al. 06]
Proposed 𝐿-diversity

• Attacks against 𝐿-diversity [Xiao and Tao 07]
Proposed 𝑀-invariance

• Proposed 𝑇-closeness [Li et al. 07]

• Attacks against all the above [Ganta, Kasiviswanathan, Smith 08]



Popular idea #2
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• Information not explicitly given cannot be harmful

• E.g., redaction



Popular idea #2
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• The President's Daily Brief (PDB) is a top-secret 
document given each morning to the US 
president

• August 6th, 2001 George W. Bush received a PDB 
Bin Laden and El Qaeda are planning to strike in 
the US

• Declassified and released to the
9/11 Commission in 2004



Popular idea #2
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• Naccache and Whelan analyzed the geometry of the font

• 1530 plausible words

• The “an” reduced to 7 candidates: Ukrainian, uninvited, unofficial, 

incursive, Egyptian, indebted and Ugandan

• Egyptian is the only one who made sense in the context



Query auditing
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• Refuse to answer queries that would compromise privacy

Queries 
𝑞1… , 𝑞𝑛−1

dataset

Query 𝑞𝑛

Answer is…

Query denied

or



Example: sum/max auditing
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• Sensitive info: 𝑑𝑖 (real)

dataset

𝑞1 = sum d1, d2, d3

sum d1, d2, d3 = 15

𝑞2 = max d1, d2, d3
query denied



Example: sum/max auditing
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• Sensitive info: 𝑑𝑖 (real)

dataset

max d1, d2, d3 ≥ 5

No denial if 
max d1, d2, d3 > 5

max d1, d2, d3 = 5

d1 = d2 = d3 = 5

sum d1, d2, d3 = 15

query denied



Popular idea #3: add noise
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• Mask numbers by adding a random number between −𝑎, 𝑎

– Privacy 2𝑎@100% confidence, Privacy 𝑎@50% confidence, …

• The larger the interval the better the privacy

• Example:

– For each person mask the age by adding a random number between 
[−100,100]

– Gives privacy 200@100% confidence

– But, masked age -99 ⇒ a baby of age 0 or 1



So far
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• Many ideas fall short of providing data privacy

• Auxiliary information

• Data itself may leak information

• Sparse dataset cannot be anonymized

• Privacy is more than re-identifying
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Outline

• Popular ideas that do not work
+ privacy horror stories

• An approach that works



Privacy is NOT a property of the outcome but of the computation!!!

What went wrong?
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𝑥𝑛

𝑥𝑛−1

⋮

𝑥3

𝑥2

𝑥1

Computation Outcome



Is my privacy breached? Yes / No / Cannot tell

What went wrong?
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𝑥𝑛

𝑥𝑛−1

⋮

Ran

𝑥2

𝑥1

Computation Outcome

Ran likes math

Output “Ran likes math”



Is my privacy breached? Yes / No / Cannot tell

What went wrong?
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𝑥𝑛

𝑥𝑛−1

⋮

Ran

𝑥2

𝑥1

Computation Outcome

abhi likes math 

(I’m not mentioned)

If likeMath(Ran)
Output “Ran likes math”

Else 
Output “abhi likes math”



Real world 

Recall sematic security
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Ideal world 

Enc 𝑚

≈

An encryption scheme is semantically secure if whatever can be 
learned given the ciphertext can be learned without the ciphertext



Real world 

Privacy analogue
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Ideal world 

≈

A computation is “private” if whatever can be learned with my 
record in the DB can be learned without my record

𝑥𝑛

𝑥𝑛−1

⋮

Ran

𝑥2

𝑥1

Computation Outcome

𝑥𝑛

𝑥𝑛−1

⋮
𝑥2

𝑥1

Computation Outcome



Differential Privacy
[Dwork, McSherry, Nissim, Smith 2006]
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A mechanism / algorithm / computation 𝑀 has 𝜺-differential 

privacy if for any pair of neighboring databased 𝐷1, 𝐷2
(differing by 1 record) and for any 𝑆 ⊆ Range 𝑀

Pr 𝑀 𝐷1 ∈ 𝑆 ≤ 𝑒𝜀 ⋅ Pr 𝑀 𝐷2 ∈ 𝑆



Differential Privacy
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Adopted by:

• US census Bureau

• Google 

• Apple

• YouTube

• Many more


